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Introduction 

For the past few years, exascale and big data are at the very center of interest of supercomputer community. 
One can get familiar with it [1]-[4]. While the architecture of exaflop supercomputer is still being discussed, one 
thing is clear: it is how necessary to develop algorithms and software for such systems now. The software should 
be able to work effectively with hundreds of thousands, even millions of processors, and to store large amounts 
of data. 

This is where an integral approach to algorithm development comes in. We consider an integral approach to 
be a sum of elements listed below: 

1. The co-design: an adaptation of both the algorithm and the mathematical method to the supercomputer 
architecture at every stage of the problem solution. 

2. Energy efficiency of the algorithm: analysis of energy consumption, efficiency of the memory and the 
network resources usage, as well as the computation cores load.  

3. Simulation modeling: development of the preemptive algorithms and software based on simulation tests on 
different architectures. 

 

An integral approach to creating algorithms and software for high performance computing (HPC) is being 
developed at the ICMMG SB RAS. It was successfully applied for problems of astrophysics [5] and geophysics 
[6]. In these papers the system AGNES [7] was used for simulation of the algorithm performance on massive 
parallel systems. 

The difference of this paper from [5,6] is that we utilize Erlang istead [8]. As [9] shows, on larger number of cores 
(1 million cores and higher) the Erlang provides more reliable results than the AGNES. 

It is first time that an integral approach and the simulation tools of Erlang would be applied for a geophysical 
problem stated in generalized coordinates. Earlier generalized coordinates for the wave field modeling were 
used in the papers [10,11] for 2D case, as well as in the papers of one of co-authors [12,13] for 2D case and 
[14] for 3D case. In [14] also the co-design concept was applied. 
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Co-design of the parallel algorithm 
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Curvilinear mesh construction 
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The technique of constructing a 3D mesh is considered in [22, * Titov]. In this study we will just note an important 

point: near the free surface, all the coordinate lines of the curvilinear mesh are mutually orthogonal.  

The main advantage of building a mesh with this method is that grid nodes are calculated analytically and 

therefore, it is not time consuming and easy to program.  

Local orthogonality allows better free surface condition approximation. 

* Titov P.: Modeling of elastic waves in media with a complex free surface topography. Vestnik of NSU: Information Technologies, vol. 16, c. 4, 2018; 

pp. 153-166. (In Russian) 

 



Problems statement in Cartesian and 

generalized coordinates 5 
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Equations in generalized coordinates 
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Neighboring processes and 

communication topology 

In general, we decompose the domain into small 3D-cubes, 

every one of which is being assigned to a single 

process to realize the finite difference scheme. After every 

time step, the neighboring processes conduct the data 

exchange via the created 3D-cube 

topology. Each process has 26 neighbors. The parallel 

program was developed by means of Fortran language and 

MPI library. 
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Performance analysis and energy efficiency 

When we are talking about efficient employing of a massively parallel systems, we should touch on "energy 

efficiency". In this paper, this means the most efficient use of given computational resources and minimization of 

communications between computational cores that do not share the same RAM. The workload on the cores 

should be balanced and idle standing time minimized. The most energy effective algorithms have the highest 

FLOPS per Watts (Joules/sec) values. For test the NKS-1P computational node of SSCC SB RAS (2x Intel Xeon E5-

2697A-v4 CPUs and 256GB of DDR4 memory) was used. For performance analysis, we used the Application 

Performance Snapshot of Intel Vtune Amplifier 2019 software and the Intel Fortran Compiler for code compilation 

and linking with O3 optimization parameter. For this code, we achieved 89% with hyper-threading and 95% without 

hyper-threading AVX-2 auto-vectorization of double precision floating point operations. Floating point operations 

per memory read instructions ratio is 0.5 and floating point operations per memory write instructions ratio is 2.1. We 

have no I/O operations for our code. The double precision operations performance of the code is presented in the 

Table below. Hyper-threading on 2 CPUs gave 13% speedup of the code. We achieved 10-15% of peak 

performance for this type of CPU with AVX-2 instructions. This code has 2 main bottlenecks: memory stalls and the 

MPI Barrier operations. The MPI Barrier operations take 26% of the computational time for 2xCPU configuration. In 

future work, we will change the algorithm to minimize the MPI operations time and will remove memory stalls. Due 

to the bottlenecks, the energy efficiency is 0.19GFLOPS/W with peak 1.5-1.7 GFLOPS/W for this type of CPU with 

using of AVX-2 instructions. 
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Distributed simulation based on the transmission of messages is best suited for 

imitation of distributed systems. To simulate the execution of parallel programs 

on a large number of cores, a multi-agent approach was used [* Wooldridge]. 

To minimize the overhead load in the communication of the agents, the Actor 

model was utilized [**Weins]. 

 

 

The program can be presented as a time function, that depends on input parameters: 

 

- the scheme of calculations in the program; 

- how long does it take to calculate one element at every time step and how many elements there 

  is in the domain of interest; 

- how many time steps does it take to execute the program; 

- network parameters such as a topology and a latency of communications. 

  Knowing these parameters we can simulate the program performance on a large 

  multi-core system (hundreds of thousands and even millions of threads). 

Simulation modeling 

* I. Wooldridge, M.: Introduction to MultiAgent Systems England. JOHN WILEY and SONS, LTD, 2002. 

** Weins Dmitry, Glinskiy Boris, Chernykh Igor: Analysis of Means of Simulation Modeling of Parallel Algorithms. Russian 

Supercomputer Days , Proceedings, 2018; pp. 64-75. 
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Algorithm representation as a time 

function 
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The cube of 240х240х240 cells is assigned to every 12 processes. Hyper threading 

technology is off. 

Tests are conducted on G7 servers (2*6 cores Intel Xeon processors, 48 Gb RAM) of NKS-30T 

cluster of SSCC. 

Results of simulation tests via means of 

Erlang 

Using simulation tools of Erlang, we can obtain 

evaluation of our algorithm performance on a 

massive parallel system. 
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Conclusion 

o An integral approach to developing of the algorithm and its program realization is 

described.  

 

o Parallel 3D algorithm of wave field modeling in media with complex topography is 

presented. 

 

o The algorithm was analyzed via means of Intel software, further recommendations on 

performance optimization are obtained.  

 

o Scalability of the algorithm on massively parallel systems studied via means of 

simulation modeling with the aid of Erlang. 
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Thank you for your attention 


